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Abstract. The current knowledge about biochemical networks is largely in-
complete. Thus biologists constantly need to revise or extend existing knowl-
edge. These revision or extension are first formulated as theoretical hypothe-
ses, then verified experimentally. Recently, biological data have been produced
in great volumes and in diverse formats. It is a major challenge for biologists to
process these data to reason about hypotheses. Many computer-aided systems
have been developed to assist biologists in undertaking this challenge. The ma-
jority of the systems help in finding “pattern” in data and leave the reasoning
to biologists. A few systems have tried to automate the reasoning process of
hypothesis formation. These systems generate hypotheses from a knowledge
base and given observations. A main drawback of these knowledge-based sys-
tems is the knowledge representation formalism they use. These formalisms
are mostly monotonic and are now known to be not quite suitable for knowl-
edge representation, especially in dealing with incomplete knowledge, which is
often the case with respect to biochemical networks. We present a knowledge
based framework for the general problem of hypothesis formation. The frame-
work has been implemented by extending BioSigNet-RR. BioSigNet-RR is a
knowledge based system that supports elaboration tolerant representation and
non-monotonic reasoning. The main features of the extended system include:
(1) seamless integration of hypothesis formation with knowledge representa-
tion and reasoning; (2) use of various resources of biological data as well as
human expertise to intelligently generate hypotheses; (3) support for ranking
hypotheses and for designing experiments to verify hypotheses. The extended
system can be considered as a prototype of an intelligent research assistant
of molecular biologists. The system is avalable at http://www.biosignet.org.

1 Introduction

Because of the complexity of living systems and the limitation of scientific methods
available for the study of those systems, biological knowledge is inherently incom-
plete. The incompleteness of knowledge constantly manifests itself in unexplainable
observations. To account for these novel observations, biologists need to revise or
extend the existing knowledge. The revision and extension are first formulated as
hypotheses. After being verified experimentally, a hypothesis is added to existing
knowledge and becomes part of the accepted theory.

Recent advances in biological and computational sciences have produced diverse
sources of biological data such as: research literature, high-throughput data (e.g.



microarray, mass spectrometry), and bioinformatic resources (e.g. interaction data-
bases, biological ontologies). It is a major challenge for biologists to integrate these
various data sets to generate hypotheses. Many computer-aided systems have been
developed to assist biologists in undertaking this challenge. These systems differ in
their goals, namely the automation of generating hypotheses either directly from data
or based on knowledge. Although hypothesis generation from data is an important
first step, often use of high-level knowledge is necessary to come of with more relevant
hypothesis and to narrow down the set of hypothesis. Our work in this paper aims
at contributing towards this goal.

Knowledge-based hypothesis generation has been a focus of Artificial Intelli-
gence (AI) research in the past [36, 9]. Regarding molecular biology and in particu-
lar biochemical networks, the related works in hypothesis generation include HYP-
GENE [18], HinCyc [19], TRANSGENE [9], GENEPATH [42] and PathoLogic [20].
These works are built upon knowledge representation languages that are limited to
“monotonic reasoning”. In monotonic reasoning, if a proposition p can be concluded
from a knowledge base K (denoted by K |= p), then p will also be concluded after K

is extended with H (i.e, K∪H |= p). However, the contrary is a common phenomena
in biology. In that case, p becomes false after the extension of the knowledge base:

K ∪H 6|= p. Moreover, with the exception of PathoLogic, the related works do not
address the integration of multiple data sources (probably because many of the data
sources were not been available at that time).

As noted above, making hypotheses from data is important because it creates the
foundation to build high-level knowledge. Towards this task, a vast array of compu-
tational techniques has been developed. The computational systems produce “first-
level” knowledge, which should be exploited by large-scale knowledge-based systems
for hypothesis formation. It is an important requirement that such large-scale sys-
tems should allow for easy updating (referred to as “elaboration tolerance”) of the
knowledge base when new knowledge becomes available and avoid significant over-
hauling (or surgery) of the old model or scrapping of the old model and making a new
model from scratch. This issue of elaboration tolerance in knowledge representation
has been addressed successfully by recent advances in AI research [4].

In this work, we propose a knowledge-based framework for hypothesis formation
which is based on non-monotonic reasoning and elaboration tolerant representation.
We select the domain of biochemical networks as the test bed, because this domain
suffers from largely incomplete knowledge and at the same time, databases and knowl-
edge bases of biochemical networks exist in a great number. We have implemented the
framework by extending the BioSigNet-RR knowledge based system [5]. We named
the new system BioSigNet-RRH, which stands for “Representing, Reasoning and
Hypothesizing about Biological Signal Network”. Besides generating hypotheses, the
new system also supports ranking of hypotheses and proposes plans for experimental
verification.

The rest of the paper is organized as follows. First we discuss representative
related works. Then we review basics of knowledge representation and formally define
the hypothesis formation problem. We continue with the description of system and
methods. Finally, we conclude with a case study of the p53 signal network.



2 Related Works

HYPGENE [18] treated the general problem of hypothesis formation as a planning
problem. The actions are operators that modify an existing knowledge base and/or
assumed initial conditions of an experiment. The goal is to resolve the mismatch
between theoretical predictions computed by the knowledge base and experimental
observations, with respect to the same initial conditions. The knowledge base was
implemented in a frame-based representation language. HYPGENE was proposed to
be domain-independent and has been tested on a problem of E.coli gene regulation.
HYPGENE and BioSigNet-RRH tackle the same hypothesis formation problem that
arises when an existing theory does not predict an experimental observation. The
limitations of HYPGENE lie in methods, which include

– The frame-based representation language is limited to monotonic reasoning. Thus
HYPGENE would have difficulty in dealing with incompleteness of biological
knowledge.

– Although the biological knowledge is always incomplete, it is currently available
in a great volume and in diverse formats. It is unclear how the current knowledge
could have been exploited for hypothesis formation in HYPGENE.

– A hypothesis involves the modification of an existing knowledge base and/or
assumed initial conditions of an experiment. HYPGENE was restricted to the
modification of the initial conditions. This restricted problem amounts to a form
of reasoning called explanation and studied in [5].

TRANSGENE [9] considered hypothesis formation as diagnosis and redesign
of theories. According to this model, when a theory cannot predict an experimental
observation, the theory must contain some faulty components that can be found and
fixed. TRANSGENE used a “functional representation” language for knowledge rep-
resentation [34]. This representation language was chosen to overcome the limitations
of rule based and frame based system. Nevertheless, the language could not allow
for non-monotonic reasoning. To sum up, TRANSGENE showed that limitations of
knowledge representation language can seriously hinder hypothesis formation. On the
other hand, it illustrates that hypothesis formation is intuitive and straightforward
in knowledge based framework.

GenePath [42] automated the inference of genetic networks from experimen-
tal data. A knowledge base is a genetic network that represents positive and nega-
tive influences of a gene on another. Experiments are perturbations to the network,
performed by means of gene mutations. A fixed set of inferencing rules was for-
malized and implemented in GenePath using Prolog. These rules encode heuristic
reasoning that are routinely applied by geneticists, namely epistasis analysis. Prior
background knowledge are encoded in an initial network. Starting with the initial
network, GenePath applies the rules to construct a plausible network as a hypothesis
that explains experimental data. GenePath can also propose new experiments for
further verification and refinement of hypotheses. Although the knowledge represen-
tation and reasoning are simple in GenePath, it has illustrated the important role
of expert reasoning in hypothesis formation, and that logic programming provides a
straightforward and intuitive representation of human reasoning.

Integrative computational protocols [20, 26, 37] have been proposed for pre-
diction of metabolic and regulatory pathways. They have the general scheme: (1)



construct an initial template pathway; (2) fill in missing links in the template, ex-
pand the template with new elements, or refine it; (3) verify experimentally the
predicted pathway(s). These works integrated various techniques for prediction of
missing genes and molecular interactions into functional contexts of pathways. They
indicate that more powerful hypotheses can be found by incorporating more back-
ground knowledge and reasoning into search.

Cytoscape [35] provided an integration of various resources of molecular inter-
action data. By means of simulation and visualization, the system is very useful for
biologist to identify novel patterns in high-throughput data. Observing novel patterns
in data, biologists reason to formulate hypotheses that may explain the patterns; for
example as in [3]. Cytoscape has alleviated the manual processing of high-throughput
information. Nevertheless, in a near future, even the number of such patterns would
also become so great that biologists would have difficult to handle such reasoning
in their head. Hence, tools such as Cytoscape make the automation of reasoning to
formulate hypotheses even more pressing.

HyBrow [31] was designed for computer-aided evaluation of user-defined hy-
potheses. A hypothesis in the HyBrow system is a set of biological events that are
related logically and/or temporally. The knowledge base in HyBrow is a database
integration of various data sources (e.g annotated genomic database, microarray ex-
pression data). Given a hypothesis, HyBrow checks if the hypothesis conflicts with
the knowledge base. It then provides explanation for conflicts as well as suggestions
for necessary refinements of the hypothesis. We will discuss later how the output of
HyBrow can be useful in the hypothesis formation in BioSigNet-RRH .

Robot Scientist [21] uses machine learning techniques (active learning, decision
tree, inductive logic programming) to predict gene function in metabolic networks.
The knowledge representation language is a monotonic logical formalism implemented
in Prolog. The system is an interesting demonstration of state-of-the-art AI methods,
especially machine learning and robotics. However, it is unclear how the system can
incorporate elaboration representation and non-monotonic reasoning into hypothesis
formation. It is also unclear how this approach can be scaled up to take advantage
of multiple sources of biological knowledge.

3 Problem Definition

Before we formally define the hypothesis formation problem, let us review some basic
notions of knowledge representation.

3.1 Background of knowledge representation

In a computer system, knowledge is represented in a symbolic language with a precise
syntax and semantics. For our discussion, we will use the language A0

T of BioSigNet-
RR [5, 39], but the general principles are applicable to any other knowledge repre-
sentation formalisms.

The language A0
T has an alphabet, and a restricted syntax. The alphabet of

A0
T consists of a set of Boolean symbols named fluent and a set of symbols named

action. Fluents represent properties of the world, and actions represent mechanisms
that cause the state of the world to change. For example, we can have a fluent



high(ligand) representing the property that the level of ligand is high. We can have
an action bind(ligand, receptor) representing the association of ligand with receptor.

The language A0
T consists of three sub-languages: a language for knowledge bases

that describe the world, a language for our observations about the world, and a
language for queries about the world.

A knowledge base is a set of statements in the following syntax:

a causes f if f1, . . . , fk (1)

g1, . . . , gm triggers b (2)

h1, . . . , hn inhibits c (3)

where a, b, c are actions, and fi, gj , hk are fluents. Statements of the form (1) are called
causal rule, which state that if a occurs in the world state s where f1, . . . fk are true,
then f will become true in the world state s′ resulted from the occurrence of a in s.
Statements of the form (2) are called trigger, which state that action b has to occur
if the preconditions g1, . . . gm hold. Statements of the form (3) are called inhibition,
which state that action c cannot occur whenever the preconditions h1, . . . hn hold.

Example 1. Let us consider the knowledge base:

bind(ligand, receptor) causes bound(ligand, receptor)

high(ligand) triggers bind(ligand, receptor)

bound(another, receptor) inhibits bind(ligand, receptor)

The knowledge base represents that the association of ligand and receptor results
in ligand being bound to receptor; that the association occurs when the level of
ligand is high and that the association is blocked when receptor is bound to another
molecule. ⊓⊔

Observations about the world involve properties or action occurrences. To record
the observation that a property f is true at time t, we write

f at t.

To record the observation that some action a occurs at time t′, we write

a occurs at t′.

The semantics of A0
T defines when a set O of observations is entailed from a

knowledge base K and a set I of initial observations. The entailment is usually
written as (K, I) |= O. For example, let K be the knowledgebase of ligand and
receptor. Let I and O be the following sets of observations

I ={high(ligand) at 0,¬bound(another, receptor) at 0}

O ={bound(ligand, receptor) at 1}

then (K, I) |= O. We also say that the observation O is explained by K, given the
initial condition I.

We are now ready to discuss the general problem of hypothesis formation.



3.2 Hypothesis formation

We take the view that hypothesis formation is a reasoning process to find explanations
for “novel” observations. Given a knowledge base K and initial condition I, we call
an observation O “novel” with respect to K and I if O is not entailed (i.e. definitely
concluded) by (K, I). For example, in the case of K and I as in the previous section,
a novel observation is

O′ ={¬bound(ligand, receptor) at 1}

With the assumption that O′ is correct, we need to find explanations for O′ by
modifying K and I to become K ′ and I ′ such that (K ′, I ′) |= O′. The modification
involves expansion and/or revision of the existing knowledge (i.e. K and I).

In this work, we focus on hypothesis formation as the expansion of an existing
knowledge base to account for novel observations. This form of reasoning is called
abduction, which was introduced by [27, 28] and has been used in various AI appli-
cations [30], including abductive logic programming [16, 17, 11, 12], diagnosis [32],
planning [1, 24], default reasoning [29, 13, 16], belief revision and update [7]. We
formally define hypothesis formation as follows.

Definition 1. Let K be a knowledge base. Let O be some observation that cannot be
explained by K, given some initial condition I:

(K, I) 6|= O.

A hypothesis space is a pair (SK ,SI), where SK is a set of rules and SI is a set
of observations. A hypothesis is a subset H ⊆ SK such that there exists I ′ ⊆ SI

satisfying: (K ∪H, I ∪ I ′) |= O. ⊓⊔

A hypothesis formation problem (K, I,O) is to find hypotheses as defined above.

4 System and Methods

The main steps of hypothesis formation in BioSigNet-RRH are: (1) the construction
of the hypothesis space (SK ,SI); (2) generation of hypotheses, which includes search
for and ranking of hypotheses. The ranking of hypothesis is based on estimating the
complexity of each hypotheses. Simple hypotheses are preferred over complex one.
Hypotheses generated by BioSigNet-RRH are theoretical and thus have to be verified
experimentally. Because there are usually many ways to verify a hypothesis and
biological experiments are cost sensitive, BioSigNet-RRH provides means to evaluate
costs of experiments before they are performed.

We now present these major feature of BioSigNet-RRH .

4.1 Construction of hypothesis space (SK , SI)

In general, the rules and observations of the hypotheses space S = (SK ,SI) include
new fluent and action symbols, which form an additional alphabet. Let us denote the
existing alphabet by A and the new alphabet by A+. The addition of A+ and the
elements of S happen together, but we discuss them separately as follows.

Addition of A+. The elements of the additional alphabet A+come from various
resources. The representative resources are as follows.



– Biologists define new fluents or actions describing biological properties or processes
to be studied. There is also a wide range of techniques to infer the association
between biological properties and events, for example Cytoscape [35]. If some
properties and events are found to be associated with components of the knowl-
edge base, then they should be included as fluents and actions in A+.

– Automated extraction of biological terms from literature has produced a great
resource of biological properties and molecular interactions [33].

– Many protein interaction maps have been constructed by computational and
high-throughput biological methods [40, 8]. These interaction maps can be used
to define new actions.

– Biological ontologies and interaction databases [41, 2, 10] also contain biological
properties and reactions as their alphabets.

Construction of SK . To distinguish the rules of the hypothesis space from the
rules of the knowledge base, we call the former possibilities.

To include a possibility r in the hypothesis space, we write

POSS[p] : r

where p is a non-negative number called the preference of r. If we do not want to
take the preference into account, or if it is not available, we set p = 0. In the next
section, we will describe how the preferences are used in ranking hypotheses.

Causal rules can be constructed from interaction databases and biological on-
tologies [41, 2, 10, 15]. There exists no database that contains explicit information
regarding triggers and inhibitions. However, there exist datasets from which associ-
ations between properties and processes can be found. BioSigNet-RRH then takes a
simple approach to generate triggers and inhibitions of the hypothesis space: if a set
of fluents f1, f2, . . . fn are found to be associated (or correlated) with an action a,
then there are the possibilities that

POSS[p] : f1, f2, . . . fn triggers a

f1, f2, . . . fn inhibits a

where the number p is either estimated from the data, or defined by biologists.
We can also to take advantage of data integration efforts such as HyBrow [31].

Recall that HyBrow aides in manual construction of sets of biological events that are
consistent with respect to an integrated database. Such as set of events can be used
as suggestions for possibilities.

Example 2. Consider a simple set of events output by HyBrow: “Gal2p transports
galactose into the cell. In the cytoplasm, galactose activates Gal3p. Gal3p binds to
the promoter of the Gal1 gene” [31]. Based on this set of events, there can be the
following possibilities:

high(Gal2p) triggers trans(Gal2p, galact)

trans(Gals2p, galact) causes in(galact, cyto)

in(galact, cyto) triggers activates(Gal3p)

activates(Gal3p) causes active(Gal3p)

active(Gal3p) triggers binds(Gal3p,Gal1 promoter)



Such rules are possible elements of SK . ⊓⊔

Construction of SI . We declare possible unknown factors in the initial conditions
as follows

– f may be true or false initially: POSS initial f .
– a may occur initially: POSS initial a.

4.2 Generation of theoretical hypotheses

The reasoning in BioSigNet-RR is implemented using AnsProlog, a non-monotonic
logic programming language [4]. The semantics of AnsProlog is stable model seman-
tics. For example, the AnsProlog program

a← not b

b← not a

has 3 models {a}, {b} and {a, b}. The models {a} are {b} stable, while {a, b} is not.
Stable models are minimal with respect to the ⊆ ordering on sets.

The hypothesis generation in BioSigNet-RRH is also implemented using AnsPro-
log. A hypothesis - a set of rules - is extracted from a stable model of the AnsProlog
implementation. Intuitively, we want to find hypotheses as simple as possible. The
minimality of stable models has an important role towards this goal.

The ranking of hypotheses is based on the following partial ordering.

Definition 2. Let γ be some scoring function for hypotheses. A hypothesis H is more
preferred than a hypothesis H ′, written as H ≺ H ′, if H ⊂ H ′ and γ(H) ≥ γ(H ′).

A hypothesis H is maximally preferred, if there exists no hypothesis H ′ such that
H ′ ≺ H. We now explain how BioSigNet-RRH generates hypotheses that are max-
imally preferred. To ensure the minimality of hypotheses with respect to the ⊆ re-
lation search heuristics are added in the form of AnsProlog rules. Some examples of
heuristics are:

– A trigger is added only if it is the only cause of some action occurrence that is
needed to explain the novel observations.

– An inhibition is added only if it is the only blocker of some triggered action at
some time.

The implementation of these heuristics is straightforward, and they can function as
a plug-in component of BioSigNet-RRH .

The γ scoring function is currently defined such that it can be maximized using
a built-in feature of the AnsProlog engine.

Let r be an element in the hypothesis space given by

POSS[p] : r

Let pref(r) = p. The function γ(H) is defined as the sum of the preferences of the
rules in H; that is,

γ(H) =
∑

r∈H

pref(r)



4.3 Guidance for experimental verification

Because of the incompleteness of biological knowledge, hypotheses can only be verified
using some plausibility measure. In general, a hypothesis is accepted as a theory when
there are enough experimental evidences supporting it. Thus, biologists would like
to carry out as many experiments as possibile for the verification of a hypothesis. In
reality, the set of possible experiments are seriously constrained by resources such
as time and available techniques. Hence, it is desirable to perform only experiments
that require a minimal available resource but produce a maximal information.

In this section, we propose a model of guidance for experimental verification.
Let us represent a wet-lab experiment in the abstract form (I,O), where I is the

set of initial conditions of the experiment, and O is the set of observed outcomes.

Definition 3. Let K be a knowledge base and H be a hypothesis. Let (I,O) be a
experiment. We say that (I,O) is an evidence for the hypothesis H, if O can be
explained by K ∪H given I: (K ∪H, I) |= O.

Example 3. Let K = {a causes g} and H = {f triggers a}. Let I1 = {f at 0,¬g at 0},
O1 = {g at 1}. Let I2 = {¬f at 0,¬g at 0}, O2 = {¬g at 1}. Then (I1, O1) and
(I2, O2) are evidences for the hypothesis H, but only (I2, O2) is an evidence for the
hypothesis ∅. ⊓⊔

There are two important measures of an experiment, namely its cost and its
information content. Let us denote these measure as cost(I,O) and info(I,O). Given
a hypothesis H, the objective is to find a set E of evidences for H that has minimal
cost and maximal information content. Let us simply define:

cost(E) =
∑

(I,O)∈E

cost(I,O)

info(E) =
∑

(I,O)∈E

info(I,O)

An initial condition such as f at 0 can be achieved by some wet-lab operation
and can be associated with some cost. We then define

cost(I) =
∑

x∈I

cost(x)

Biological observations are achieved by means of measurements, which also have
associated costs. Hence, we define

cost(O) =
∑

y∈O

cost(y)

Finally, cost(I,O) = cost(I) + cost(O).
Let Ω(K, I) be the maximal observations that can be entailed from K, given I.

That is, (K, I) |= Ω(K, I) and for all ω, if (K, I) |= ω then ω ⊆ Ω(K, I). We define
the information content of (I,O) as the deviation (or distance) of O from Ω(K, I).
The distance between two sets of observations in turn is defined based on the distance
between their elements.

We now present the p53 signal network as a case study to illustrate our theoretical
methods to automate the process of hypothesis formation.



5 Case study

First, we describe the biology the p53 network in parallel with its knowledge-based
representation.

5.1 p53 signal network

The p53 protein plays a central role as a tumor suppressor and is subjected to tight
control through a complex mechanism involving several proteins. The key aspects of
the p53 network are as follows.

Tumor suppression by p53: The p53 protein has three main functional domains;
the N terminal transactivator domain, the central DNA-binding domain and a C
terminal domain that recognizes DNA damage. The binding of the transactivator
domain to the the promoters of target genes activates pathways to lead to a re-
versible arrest of the cell cycle, prevention of genomic instability or apoptosis and
thus protects the cell from cancer [23]. The ability to suppress tumors is retained
when the interacting partners of p53 do not inhibit the functionality of the transac-
tivator domain.

fluent bound(dom(p53, N))

action grow(tumor)

high(p53) inhibits grow(tumor)

high([p53 : P ]), not bound(dom(p53, N)) inhibits grow(tumor)

(The keywords fluent and action are used to declare fluent and action symbols in
BioSigNet).

Interaction between Mdm2 and p53: Mdm2 binds to the transactivator domain
of p53, thus inhibiting the p53 induced tumor suppression. The binding of Mdm2 to
p53 also causes changes in the protein concentration levels.

fluent high(p53), high(mdm2), high([p53 : mdm2])

action bind(p53,mdm2)

bind([p53 : mdm2]) causes bound(dom(p53, N))

high(p53), high(mdm2) triggers bind(p53,mdm2)

bind(p53,mdm2) causes high([p53 : mdm2]),

bind(p53,mdm2) causes ¬high(p53),¬high(mdm2)

Mdm2 induced degradation of p53: Under normal physiological conditions, p53 levels
remain low due to rapid and constant turnover. The short half life of p53 is due to
the formation of a complex with Mdm2 that gets targeted for ubiquitin dependent
proteosomal degradation.

action degrade(p53,mdm2)

high([p53 : mdm2]) triggers degrade(p53,mdm2)

degrade(p53,mdm2) causes ¬high([p53 : mdm2])

Upregulation of p53: The elevated levels of p53 may be a result of upregulation
of p53 gene expression, increased transcript stability, enhanced translation of p53



mRNA [14], or post-translational modifications of the p53 protein which favor a
prolonged half life and increased activity [6].

For the case study, we consider the upregulation of p53 expression, which is repre-
sented as follows.

upregulate(mRNA(p53)) causes high(mRNA(p53))

high(mRNA(p53)) triggers translate(p53)

translate(p53) causes high(p53)

Stress: UV, ionizing radiation, and chemical carcinogens cause stress. Stress can
induce the upregulation of p53.

high(UV ) triggers upregulate(mRNA(p53))

Stress can induce changes in expression of tumor related genes, (e.g. cmyc), which
result in uncontrolled cell division (tumor).

high(UV ) triggers alter(expr(cmyc))

alter(expr(tumorgenes)) causes altered(expr(cmyc))

altered(expr(cmyc)) triggers grow(tumor)

grow(tumor) causes tumorous

Fig. 1. A hypothesis in p53 interaction network. The → represents trigger. The ⊣ repre-
sents inhibition. The solid and dash lines represent known and hypothetical interactions,
respectively.

Given the theory of the p53 network, a hypothesis formation problem arises as follows.



5.2 The problem

X is a tumorsuppressor gene. Mutants of X are highly susceptible to cancer. We would
like to hypothesize on the various possible influences of X on the p53 pathway.

Thus, we have the hypothesis problem (K, I,O), where K is the knowledge base
of p53 biology, and I is the initial condition

I = {null(X) at 0}

and O is the observation

O ={eventually tumorous}

(Here, eventually F is a logical proposition denoting that some property F will be
true at some future time).
We need to extend K with H such that there exists I ′ satisfying: (K∪H, I∪I ′) |= O.

5.3 Hypothesis formation

Construction of the hypothesis space First, we show how various possibilities
can be found and included in the hypothesis space. In the following, the literature
means [23, 14, 6].

There may be functional similarities between X and p53: X is a tumor suppressor,
so we have a prior knowledge that X may play the same effects as p53 in stressed
cells, which is described in the following possibilities:

POSS : high(UV ) triggers upregulate(mRNA(X))

upregulate(mRN(X)) causes high(mRNA(X))

high(mRNA(X)) triggers translate(X)

translate(X) causes high(X)

Stress may induce high level of X: Data from the literature show that the levels of
protein X is found to be higher in cells subjected to stress. Consequently, it is possible
that stress induces the upregulation of X expression. That is,

POSS : high(UV ) triggers upregulate(mRNA(X))

X or p53 may induce upregulation of the other: There are observations from the
literature that high levels of X are concomitant with elevated levels of p53. Thus, it
is possible that a high level of X induces the upregulation of p53, or vice versus.

POSS : high(X) triggers upregulate(mRNA(p53))

high(p53) triggers upregulate(mRNA(X))

X may interact with the known proteins in the network: The possible interactions are
bind(p53,X) and bind(mdm2,X). The possibile properties are the protein levels and
the domains of p53. By associating a possible action with possible effects, the system
automatically includes the possibilities such as

POSS : bind(p53,X) causes bound(dom(p53, N))

bind(p53,X) causes ¬bound(dom(p53, N))



That is, binding of X to p53 may or may not affecting the transactivator domain.
X may influence (trigger/inhibit) other interactions: The system automatically

includes all the possibilities of X’s influences on the interactions in the network,
resulting in

POSS : high(X) influences upreg(mRNA(p53))

high(X) influences translate(p53)

high(X) influences bind(p53,mdm2)

(where influences stands for either triggers or inhibits).

Hypotheses generation We present representative examples of the hypotheses
generated by BioSigNet-RRH .

– X is a negative regulator of Mdm2: Stress induces high expression of X. X binds to
Mdm2 and this complex is rapidly degraded by proteolysis. Scavenging of Mdm2
arrests the proteolyis p53 (Fig. 1). The important elements of the hypothesis are:

high(UV ) triggers upregulate(mRNA(X))

high(X), high(mdm2) triggers bind(X,mdm2)

– X directly influences p53 protein stability: X binds to p53 protein at a domain
different from the transactivator domain, so p53 is stabilized (formation of Mdm2-
p53 complex is prevented) and still functional as tumor suppressor. The impor-
tant elements of the hypothesis are:

high(X), high(p53) triggers bind(p53,X)

bind(p53,X) causes ¬bound(dom(p53, N))

The non-monotonicity of the framework manifests itself in the results. The knowledge
base in Section 5.1 predicts that cancer will finally occur due to high level of UV
(stress). After being extended with the hypothesis described in Fig. 1., the new
knowledge base predicts that cancer will not occur, given the presence of UV.

The presented study is incomplete in the sense that changes in the regulation of
p53 also occurs as a result of stress induced damage to DNA. Due to the elaboration
tolerance feature, we could start by first constructing a small initial knowledge base,
then incrementally adding more knowledge. We have also represented simple rules
with only one or two preconditions. More elaborated representation and the results
on experiments with ranking can be found at the system’s Website.

6 Conclusion

We have presented a general framework for the automation of hypothesis formation
in systems biology. We considered the hypothesis formation problem in the context
of knowledge representation and reasoning. We implemented an initial system by
extending BioSigNet-RR. The advantages of our approach includes: (1) hypothesis
formation is defined as a form of reasoning and is implemented using AnsProlog,
which is an elaboration tolerant and non-monotonic representation and reasoning



language; (2) it provides a mean to integrate various resources of biological knowledge;
(3) it is a high-level approach to hypothesis formation that is necessary for building
an intelligent system to aid biologists.

Our work is a proof-of-concept and substantial works remain for the scaling-up the
system for real-world applications. We identify many important future works. First,
it is important to allow for declaration and instantiation of “similarity” background
knowledge; such as gene homology, or the similarity between relationships between
proteins or biological processes. Next, we want to explore different models of model
ranking. We will explore how AnsProlog with preferences can be applied for model
ranking. Towards this goal, we plan to take advantage of the large body of research
results on answer set programming with preferences. Finally, we have restricted to
the hypothesis formation as knowledge extension. Hypothesis formation based on
knowledge revision is an important next development.
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